
U
c
s

W
J
A
a

b

c

d

e

A
f

a

A
R
R
A

K
L
T
H
P
V
O

S
A

h
0

Agricultural and Forest Meteorology 205 (2015) 83–95

Contents lists available at ScienceDirect

Agricultural  and  Forest Meteorology

j our na l ho me page: www.elsev ier .com/ locate /agr formet

nderstanding  the  variability  in  ground-based  methods  for  retrieving
anopy  openness,  gap  fraction,  and  leaf  area  index  in  diverse  forest
ystems

illiam  Woodgate a,b,∗,  Simon  D.  Jones a,b,  Lola  Suarez a,b, Michael  J.  Hill c,
ohn  D.  Armston d,e, Phil  Wilkes a,b,  Mariela  Soto-Berelov a,b,
ndrew  Haywood b,e,f,  Andrew  Mellor a,b,e,f

School of Mathematical and Geospatial Sciences, RMIT University, Melbourne, VIC 3001, Australia
Cooperative Research Centre for Spatial Information, Carlton, VIC 3053, Australia
University of North Dakota, Grand Forks, ND 58201, USA
Department of Science, Information Technology, Innovation, and the Arts, Dutton Park, QLD 4102, Australia
Joint Remote Sensing Research Program, School of Geography, Planning and Environmental Management, University of Queensland, St Lucia, QLD 4072,
ustralia
Department of Environment and Primary Industries, East Melbourne, VIC 3002, Australia

 r  t  i  c  l  e  i  n  f  o

rticle history:
eceived 20 October 2014
eceived in revised form 17 February 2015
ccepted 18 February 2015

eywords:
AI
LS
emispherical photography
lant canopy analyser
alidation
penness

a  b  s  t  r  a  c  t

Leaf  area  index  (LAI)  is  a primary  descriptor  of vegetation  structure,  function,  and  condition.  It  is  a  veg-
etation  product  commonly  derived  from  earth  observation  data. Independently  obtained  ground-based
LAI  estimates  are  vital  for global  satellite  product  validation.  Acceptable  uncertainties  of  these  estimates
are  guided  by  satellite  product  accuracy  thresholds  stipulated  by  the  World  Meteorological  Organisation
(WMO)  and  the Global  Climate  Observing  System  (GCOS).  This  study  compared  canopy  openness,  gap
fraction  and  LAI  estimates  derived  from  ground-based  instruments;  the  primary  focus  was  to  compare
high-  and low-resolution  (HR and  LR)  digital  hemispherical  photography  (DHP)  to  a  terrestrial  laser  scan-
ner (TLS),  augmented  with  measurements  using  the  LAI-2200  plant  canopy  analyser  in  a subset  of  plots.
Additionally,  three  common  DHP  classification  methods  were  evaluated  including  a  manual  supervised
(S)  classification,  a global  (G) binary  automated  threshold,  and  a two-corner  (TC)  automated  threshold
applied  to mixed  pixels  only.  Coincident  measurements  were  collected  across  five  diverse  forest  systems
in  Eastern  Australia  with  LAI  values  ranging  from  0.5 to 5.5. Canopy  openness,  gap  fraction  and  LAI were
estimated  following  standard  operational  field data  collection  and data  processing  protocols.  A total  of 75
method-to-method  pairwise  comparisons  were  conducted,  out  of which  37 had  an  RMSD  ≥ 0.5  LAI and  26
were significantly  different  (p <  0.05).  HR-DHP  (S)  and two-corner  (TC)  methods  were  in close  agreement
with  LAI-2200  (LAI  RMSD  0.18  and  0.19,  respectively).  Additionally,  the  supervised  (S)  and  two-corner
(TC)  methods  were  in  close  agreement  over  all canopy  openness  and  LAI levels,  matching  to within  6%
(openness:  RMSD  0.04,  LAI:  RMSD  0.19).  The  automated  classification  method  (TC)  demonstrated  the
potential  to be used  as a substitute  for  the  manual  (S) classification  (openness  and  LAI not  significantly
different,  p > 0.75).  Although  TLS  produced  on  average  55%  higher  openness  and  LAI than  the  HR-DHP  (S)

and  (TC)  classification  methods,  the  strong  coefficient  of  determination  indicated  the  potential  to  cali-
brate  these  methods  (R2 =  0.88 and  0.79, respectively).  Overall,  results  demonstrate  a level  of  variability
typically  above  the  targeted  uncertainty  levels  stipulated  by  the  WMO  and  GCOS  for  satellite  product  val-
idation.  Further  instrument  calibration  of TLS  and  improved  DHP  image  capture  and  processing  methods
are expected  to reduce  these  uncertainties.

∗ Corresponding author at: Room 27, Level 11, Building 12, Remote Sensing Centre,
chool of Mathematical and Geospatial Sciences, RMIT University, Melbourne 3001,
ustralia. Tel.: +61 3 9925 2472.

E-mail address: william.woodgate@rmit.edu.au (W.  Woodgate).
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168-1923/© 2015 Elsevier B.V. All rights reserved.
©  2015  Elsevier  B.V.  All  rights  reserved.

1. Introduction
Leaf area index (LAI) is a primary descriptor of vegetation func-
tion and structure and an essential climate variable (GCOS, 2011). It
is defined as one half of the total surface area of green leaves per unit
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f ground area (Chen and Black, 1992). As leaf surface area of plant
anopies is functionally related to the exchange of carbon dioxide,
ater and oxygen, total leaf area and its spatial distribution governs

he energy and mass exchange by plant canopies between the litho-
phere and atmosphere (Law et al., 2001; Spanner et al., 1990). LAI
s directly related to the rate of canopy photosynthesis and evap-
transpiration (Running, 1984; Running and Coughlan, 1988), and

s therefore, a fundamental indicator of site water balance and rate
f carbon sequestration (Gholz, 1982; Grier and Running, 1977). As

 result, LAI is a key input parameter into a diverse range of appli-
ation areas such as climate modelling, ecosystem productivity,
eather prediction, agrometeorology, and hydrology (Garrigues

t al., 2008a; Gobron, 1997; WMO,  2014). Monitoring LAI is essen-
ial for assessing the condition and development of vegetation
orldwide (GTOS, 2009).

There are a range of global LAI satellite products such as
he moderate resolution imaging spectroradiometer (MODIS) LAI
Knyazikhin et al., 1998), GLOBCARBON (Deng et al., 2006), and
EOV1 (Baret et al., 2013), which vary based on their spatial reso-

ution, derivation method, and frequency of production (Camacho
t al., 2013). Recent intercomparison and validation studies have
ighlighted LAI product uncertainties (Camacho et al., 2013; Fang
t al., 2012). Fang et al. (2012) estimated MODIS collection 5 and
YCLOPES v3.1 (Baret et al., 2007) product uncertainty in the range
f ±1 LAI. Uncertainty for MODIS, CLYCLOPES, GLOBCARBON and
EOV1 satellite products evaluated by Camacho et al. (2013) ranged
etween 0.7 and 1.4 RMSE when compared with ground-based esti-
ates (for LAI between 0 and 6). De Kauwe et al. (2011) found

AI product uncertainty was at its greatest (up to 36%) in areas
f high LAI (≈4 LAI in forests), and attributed this to saturation of
he sensor signal used for the retrieval algorithm. Hill et al. (2006)
ound large LAI satellite product uncertainty in Australian forested
nvironments partly attributing this to their predominantly erec-
ophile leaf angle distribution (Anderson, 1981) and irregular tree
nd canopy architecture.

The value of satellite derived land surface products for decision
aking purposes is inextricably linked to the product’s quality or

ccuracy (Cihlar et al., 1997). The Global Climate Observing Sys-
em (GCOS) supported by the World Meteorological Organisation
WMO)  have both specified target accuracy thresholds for global
AI products of 0.5 LAI units or a maximum of 20% LAI and 5%
AI, respectively. Cihlar et al. (1997) identified three methods for
AI validation: (i) comparing independently derived satellite prod-
cts with one another, (ii) comparing outputs of physically based
odels describing the underlying processes governing the remote

ensing signal, and (iii) comparing independent in-situ data to the
roduct (this being the main approach). However, it is often implic-

tly assumed that in-situ data used for validation is 100% accurate
Cihlar et al., 1997).

In-situ estimates of LAI can be obtained using direct and indi-
ect approaches, as described in comprehensive reviews by Bréda
2003), Jonckheere et al. (2004) and Zheng and Moskal (2009). In

any in-situ protocols, (CEOS, 2014; ICOS, 2014; Schaefer et al.,
014; TERN, 2013), a range of instruments and measurement tech-
iques are often specified, mainly focusing on indirect methods in

orested environments due to their applicability over large areas
nd non-destructive nature. Each method has its own inherent
iases and errors, which need to be better understood and quanti-
ed if the estimates are to be used for validation purposes (Camacho
t al., 2013; Richardson et al., 2011).

Amongst the most common and mature indirect in-situ meth-
ds for estimating LAI, are digital hemispherical photography (DHP)

nd the LAI-2000 or 2200 plant canopy analyser (LI-COR Inc., NE,
SA). More recently, terrestrial laser scanning (TLS) has provided
n additional indirect ground-based technique to estimate LAI. TLS
as also been used to derive a range of forest structure parameters
est Meteorology 205 (2015) 83–95

including apparent canopy height profiles, stem density, and stem
volume (Jupp et al., 2009; Lovell et al., 2003, 2011; Pueschel et al.,
2013). These optical techniques estimate LAI through inversion of
directional gap probability models using gap fraction data derived
from the proportion of radiation intercepted by foliage elements
in the canopy (Monsi and Saeki, 1965; Ross, 1981). Comparisons
at the gap fraction level are essential for a better understanding
of potential instrument differences (Leblanc et al., 2005). TLS has
been proposed as a potential stable baseline estimate for gap frac-
tion estimation due to its insensitivity to illumination conditions
relative to passive remote sensing techniques (Danson et al., 2007;
Seidel et al., 2012). This is in contrast to DHP gap fraction esti-
mates, where variable sky illumination has been attributed as one
of the main sources of error (Pueschel et al., 2012). Additional fac-
tors affecting direct comparison of in-situ instruments stem from
instrument assumptions (Welles and Norman, 1991), multiple scat-
tering of radiation affecting passive sensors (Kobayashi et al., 2013),
instrument calibration (Danson et al., 2014; Lang et al., 2010), and
application of different gap fraction and LAI retrieval methods and
algorithms.

Over the past 25+ years, many studies have been undertaken
to evaluate uncertainties with LAI estimation in forested environ-
ments, e.g. Chason et al. (1991); Coops et al. (2004); Macfarlane
et al. (2007b); Whitford et al. (1995); Zhao et al. (2012). How-
ever, instrument-to-instrument comparison between these studies
is limited by confounding influences of differing sampling designs,
sample areas, and sensor field of view (Garrigues et al., 2008b).
Furthermore, few studies have compared a TLS to DHP. Their con-
clusions with respect to the relative performance of TLS compared
with DHP were limited by a number of factors. Such limiting fac-
tors included; different LAI retrieval algorithms applied to each
instrument, comparing non-coincident LAI estimates from DHP
to TLS (Lovell et al., 2003; Zhao et al., 2012); and comparing
hemispherical photos to simulated hemispherical photos, based
on multiple registered TLS scans at non-coincident locations to
the real photos (Hancock et al., 2014; Seidel et al., 2012). These
comparisons are not well suited for determining individual sensor
differences.

Of the studies that conducted a direct comparison with hemi-
spherical photography captured at the same measurement location
as a TLS, either the key methodological step detailing camera
exposure was not specified or automatic exposure was  employed
(Danson et al., 2007; Ramirez et al., 2013; Vaccari et al., 2012).
Automatic exposure is known to greatly underestimate gap frac-
tion in high LAI or forest environments due to image overexposure
(Beckschäfer et al., 2013; Zhang et al., 2005). Additionally, com-
parison studies have typically chosen to employ only one DHP
classification method. A number of classification methods are cur-
rently in use. These methods have the potential to be highly variable
and have shown to have significant impact upon canopy openness,
gap fraction and LAI estimates (Jonckheere et al., 2005; Macfarlane,
2011).

This paper presents, compares and contrasts the level of vari-
ance for estimating canopy openness, gap fraction, and LAI of four
instruments following standard operational field data collection
and data processing protocols (Leblanc et al., 2005; LI-COR, 2011).
High- and low-resolution (HR and LR) digital hemispherical pho-
tography (DHP) are compared to a terrestrial laser scanner (TLS),
augmented with measurements using the LAI-2200 plant canopy
analyser in a subset of plots. Additionally, variances between three
commonly used DHP classification methods are presented includ-
ing; a supervised classification, a global automated threshold, and

an automated classification method applied to mixed pixels after
first identifying homogenous regions of canopy and sky. This paper
makes recommendations regarding image classification procedure
and discusses the utility for TLS to be used as a surrogate DHP or
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ig. 1. (a) Location of study sites on the Australian east coast overlaid on MODIS
Victoria) and Qld (Queensland) denote the state.

AI-2200 instrument for estimating openness, gap fraction, and LAI.
esults over five representative forest types in Eastern Australia
overing a range of LAI from 0.5 to 5.5 are presented.

. Materials and methods

.1. Study sites

Five study sites were selected covering a contrasting range of
orest systems. The sites are all located along the east coast of
ustralia with LAI values ranging from 1 to 5 (Fig. 1). A brief sum-
ary of site characteristics including average LAI value, yearly

ainfall and vegetation type is presented in (Table 1).
Rushworth (RF) is located in central Victoria. It comprises low

pen Box Ironbark forest with sparse understorey. The single-strata
orest includes several eucalypt species such as Red Ironbark (Euca-
yptus sideroxylon), Red Stringybark (Eucalyptus macrorhyncha),  Red

ox (Eucalyptus polyanthemos),  Grey Box (Eucalyptus microcarpa)
nd associations with an average top of canopy height of 15 m.

Karawatha (KA) is located in southeast Queensland, south of
risbane. The dominant vegetation types include a remnant dry

able 1
ite description of location, rainfall, dominant vegetation group and average MODIS LAI v

Site Location Rainfall (mm/year) NVIS vegetation gro

Rushworth 36◦45′S, 144◦58′E 498 Eucalyptus open for
Karawatha 27◦38′S, 153◦05′E 909 Eucalypt open fores
Watts Creek 37◦41′S, 145◦41′E 1312 Eucalyptus tall open
D’Aguilar 27◦26′S, 152◦50′E 1526 Eucalypt open fores
Robson Creek 17◦07 ′S, 145◦38′E 2467 Warm temperate ra

NVIS is the National Vegetation Information System classification (DEWR, 2007). Rainfall 

f  Karawatha and Robson Creek, estimated as the 12 year mean up to the year 2013. T̂he M
roduct since 2000.
roduct (April, 2012), (b) representative hemispherical photos from each site; Vic

sclerophyll eucalypt forest with a grassy understorey and remnant
Melaleuca forest with a herbaceous understorey (Hero et al., 2013).

Watts Creek (WC) largely comprises a mature open forest of
Mountain Ash (Eucalyptus regnans), which is amongst the tallest
flowering plants, with some known to have reached heights in
excess of 100 m (Ashton, 1976; Mifsud, 2003). Regrowth and older
mature stands of Mountain Ash Shining Gum (Eucalyptus nitens)
and Alpine Ash (Eucalyptus delegatensis) occur at higher eleva-
tions. Watts Creek is also characterised by dense understorey with
patches of rainforest at lower elevations along the gullies.

D’Aguilar (DA) National Park is located in southeast Queensland,
northwest of Brisbane. Woodlands and dry eucalypt forests mainly
occur at lower elevations, whereas the forest becomes more com-
plex at higher altitudes changing to wet sclerophyll or rainforest
with thick understorey (Tree and Walter, 2012).

Robson Creek (RC) is located in Danbulla National Park within
the Wet  Tropics World Heritage Area of Far North Queensland. It

consists of a mesophyll and notophyll vine forest and is floristically
diverse. It has some of the highest biomass per hectare ratios found
in the world (Bradford et al., 2014; Murphy et al., 2013). The canopy
height ranges from around 25 m to 45 m.

alue.

up* MODIS LAIˆ

ests with a shrubby understorey 1.0
t with a grassy understorey 1.4

 forest with a dense broad-leaved and/or tree-fern understorey 3.4
t with a grassy or shrubby understorey 4.7
inforest 4.8

(mm/yr) represents the 30 year mean annual rainfall for that site with the exception
ODIS LAI value refers to the study site’s average LAI from the collection 5 MOD15A2
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Table 2
Summary of instrument characteristics used for the comparison.

Instrument Model (manufacturer) Angular resolution (degrees) Maximum FOV (degrees) H, V Wavelength (nm)

LAI-2200 LAI-2200 (LI-COR Inc.) NAˆ  ̂ 300, 75** <490
HR-DHP* D90* (Nikon) 0.08 360, 90 400–700
LR-DHP  CI-110 (CID Inc.) 0.26 360, 92.5 400–700
TLS  VZ400 (Riegl) 0.06 360, 100  ̂ 1550

FOV is the field of view of the instrument in both horizontal (H) and vertical (V) directions, *denotes the Sigma EX 4.5 mm fisheye lens, was used with the HR DHP in all sites
except  Robson Creek where a Canon EOS 50D with a Sigma 8 mm fisheye lens was used, **denotes the FOV extent of the five discrete zenith rings of the LAI-2200, d̂enotes the
F e, the angular resolution is closest approximated by the bit-depth of the sensor (LI-COR,
2 refabricated uniform neutral density filter and Infrared-cut coating. The maximum TLS
m rad beam divergence (Riegl, 2013).
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Fig. 2. An example of an ideally exposed image histogram. The histogram consists
of  two distinct sky and canopy peaks successfully identified by the two-corner clas-
sification method (Macfarlane, 2011); a large separation between sky and canopy
peaks; minimal overexposure for sky pixels (pixels = 255 DN); minimal saturation
of  canopy pixels (DN = 0); and a small proportion of mixed pixels (shaded) between
OV  of a single TLS scan. ˆˆThe LAI-2200 outputs one value per sensor ring, therefor
013; pers. comm., 16 April). The lens on the LR-DHP is a Sunex DSLR 215 with a p
easurement range for a natural target with 20% reflectivity is 160 m,  with a 0.3 m

.2. Instruments

The specifications of the four instruments used in this study are
escribed (Table 2). Data from each instrument is used to estimate
he proportion of the field-of-view occupied by canopy gaps.

.3. Data collection

Eleven plots were measured across the five study sites (Table 3)
etween March 2012 and August 2013. Plots were located well
ithin natural stands of contiguous forest, each at least 100

ectares in size, thus, eliminating any sampling border effects from
hanging land systems. Not all instruments were used at each plot
ue to limited availability or inability to access a nearby open ref-
rence area for the LAI-2200. Therefore, LAI-2200 was used as a
aseline comparison for LR- and HR-DHP methods in a subset of
lots. To facilitate the comparison, each instrument was  set-up
sing the same reference point on the ground at the same height
between 1 and 1.3 m above ground), with measurements taken
nly minutes apart. Coincident measurement locations were essen-
ial for subsequent comparison of instrument performance over
he same field-of-view. Furthermore, measurements were taken
n optimal diffuse lighting conditions for photography at dusk or
awn, or overcast diffuse conditions during the day. Wind was at
ost a minor presence in all acquisitions, and thus lead to few spu-

ious returns and negligible blurring from moving canopy elements
uring scanning and photography acquisitions, respectively. Sam-
ling design, i.e. the number and pattern of measurement locations,
aried between some plots and sites. However, as the main objec-
ive was to compare instruments and their subsequent processing

ethods, the key methodological step of operating each instrument
t the same point was deemed acceptable.
.3.1. High-resolution digital hemispherical photography
The exposure and image selection technique used was  based

n Leblanc et al. (2005). In plot RF2 in Rushworth, an automatic
xposure with fixed aperture was used, as it provided an opti-

able 3
lot description with instruments used, number of sample points, and plot
imensions.

Plot name* Instruments Sample points Plot dimensions

RF1 TLS, HR-DHP 4 30 m radius
RF2 LAI-2200, HR- & LR-DHP 72 25 m x 25 m
RF3 LAI-2200, HR- & LR-DHP 6 25 m x 25 m
RF4 TLS, HR-DHP 5 40 m radius
KA1 TLS, HR-DHP 5 50 m x 50 m
KA2 TLS, HR-DHP 5 50 m x 50 m
DA1 TLS, HR-DHP 5 50 m x 50 m
WC1  LAI-2200, HR- & LR-DHP 11 50 m transect
WC2  HR- & LR-DHP 11 100 m transect
RC1 TLS, HR- & LR-DHP 5 50 m x 50 m
RC2 HR- & LR-DHP 5 30 m x 30 m

RF: Rushworth, KA: Karawatha, DA: D’Aguilar, WC:  Watts Creek, RC: Robson Creek.
the  lower and upper corner of the two-corner method. The proportions of sky and
canopy pixels are approximately equivalent in the example.

mally exposed image. In subsequent plots, multiple images were
acquired at each point in JPEG fine format with camera bracketing
set to ±1 f-stop, which changed the shutter speed automatically.
The first image acquired was set to automatic exposure with expo-
sure metering set to matrix metering. The set of images were then
checked in the field using the image preview mode on the cam-
era to ensure no over- or under-exposure. Image histograms were
also previewed in the field using the camera’s histogram function to
check for a good separation of sky and canopy digital number peaks
(Fig. 2). The selection criteria for the ‘best’ photo to process, was  the
photo that most clearly distinguished canopy elements from sky
based on checks for over-exposure and under-exposure and good
separation of histogram peaks. If none of the initial set of images
fit the selection criteria, then the exposure level was  stopped up
or down accordingly by changing the shutter speed. This created
redundancy in the image capture process. Photos were checked a
posteriori in the lab to ensure the best choice from the field acqui-
sition had been made. The camera was  levelled using a triple axis
level bubble fixed to the accessory shoe ensuring level to ±0.1◦.
Images were acquired pointing North.

2.3.2. Low-resolution digital hemispherical photography
Images were captured using LR-DHP in ‘preview’ mode fol-
lowing an adapted protocol of Leblanc et al. (2005). The LR-DHP
instrument did not provide a function to conduct a visual inspec-
tion of the histogram in the field. Therefore, only the image preview
mode of the instrument was used as a guide when modifying
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amera settings to determine an optimally exposed image. The
perture of the instrument is fixed at a manufacturer specified
alue of f 2.8. Images were acquired pointing North. The camera
as levelled using a self-levelling gimbal mount fixed to a hand-

eld wand. High quality conversion of PNG to JPEG formats was
onducted in IrfanView v4.36 (Skiljan, 2013). Based on visual and
istogram inspection of the digital number frequencies, there were
o compression/conversion artefacts from the PNG lossless image

ormat to the JPEG format.

.3.3. Terrestrial laser scanner
At each measurement location, the TLS scanned the hemisphere

n two parts. First a horizontal scan from 30 to 130◦ zenith was
cquired, then the instrument was tilted at 90◦ and the upper hemi-
phere was scanned. For the analysis, the 0–30◦ section was used
rom the tilted scan and greater than 30◦ zenith angle was used from
he horizontal scan. The horizontal and tilted scans were registered
o within 1 cm precision using common retro-reflective targets in
he field and RiSCAN software (Riegl, 2010). The angular resolution
as set at 0.06◦ for all scans at every plot. More technical infor-
ation on the Riegl VZ400 can be found in (Riegl, 2013). Lighting

onditions have a negligible impact on the TLS as its wavelength is
550 nm and it is an active emitter of radiation.

.3.4. LAI-2200
The LAI-2200 was operated in dual-wand mode with a syn-

hronised and levelled reference sensor operating autonomously
ocated in a nearby open area (<2 km), consistent with best practise
uidelines as outlined in the manufacturer manual (LI-COR, 2011).
he sky conditions were partially cloudy at the times of dawn or
usk when the LAI-2200 was operated, with slow moving clouds
hat lead to a stable lighting environment for both reference and

easurement sensors. A 90◦ view cap was placed on both sensors
o mask the operator. The orientation of the cap was  recorded with

 compass to maintain consistency with plot measurements. The
AI-2200 is designed to produce the same results as its predecessor,
he LAI-2000.

.4. Data processing and analysis

.4.1. Digital hemispherical photography
Hemispherical photos were classified in a number of standard

ays. The first method was a supervised classification conducted
he CanEye software (Weiss and Baret, 2014). Two  automated
mage classification approaches were also applied: a global binary
hreshold using the Ridler and Calvard (1978) method; and a two-
orner method from Macfarlane (2011) to first classify homogenous
egions of sky and canopy. Three classification techniques were
hen applied to the mixed pixels. Camera lens projection functions
nd image-lens image centre offset calibrations were applied for
ll photography. All images were masked to a 150◦ field of view,
oinciding with the lowest zenith angle of the LAI-2200. Restrict-
ng the FOV minimises the increased frequency of mixed pixels at
ow zenith angles and ensures background pixels of circular fisheye
mages do not bias automated classification algorithms operating
t the image histogram level.

.4.1.1. Supervised classification (S). The same experienced opera-
or was used for the supervised classification to reduce operator
ias caused by subjectivity (Beaudet and Messier, 2002). Images
ere processed in CanEye v6.3.11, with no gamma  correction. Pix-

ls were classified into a binary image of sky or non-sky. Image

esolution was preserved (i.e. no pixel subsampling), however, a
efault k-means clustering colour palette reduction takes place in
anEye based on minimum variance quantization (rgb2ind MAT-
AB function; Mathworks Inc., MA,  USA) resulting in a reduction
est Meteorology 205 (2015) 83–95 87

of the number of colours to 324 to aid in the supervised classifica-
tion process (Weiss and Baret, 2014; Weiss, 2014 pers. comm., 15
October). This colour reduction was conducted in addition to the
initial in-camera JPEG compression. The magnitude of the effect of
the additional colour reduction on the classification of the image is
unknown.

2.4.1.2. Automated thresholds (AT). Automated threshold tech-
niques provide an objective comparison removing the operator
bias which is known to be large (Jonckheere et al., 2005). The blue
channel of the in-camera image was  used for both HR- & LR-DHP
cameras as it is known to be least affected by multiple scattering of
radiation under the canopy (Welles, 1990). Furthermore, the blue
channel presents the highest contrast between the foliage and sky,
which allows for better separation into two  classes (Jonckheere
et al., 2005). Background pixels were masked (i.e. those pixels out-
side the projected image of canopy) to avoid bias in the threshold
computation.

The first AT method applied to the imagery was  the global binary
automated threshold method from Ridler and Calvard (1978),
referred to as global (G). The iterative clustering technique calcu-
lates a global threshold based on the clustering of image intensity
levels of the blue channel. In 2005, Jonkheere et al. found Ridler
and Calvard’s (G) threshold to be the most robust method for a
wide range of light and canopy structure conditions.

The second AT method applied was the two-corner classifica-
tion procedure, referred to as two-corner (TC), from Macfarlane
(2011) using the DCP toolbox version 3.14 (Macfarlane et al., 2014).
The automated procedure first identifies the unambiguous sky and
canopy peaks of the image histogram, and then detects the digi-
tal numbers ‘DN’ at the point of maximum curvature to the right
of the canopy peak, and to the left of the sky peak, i.e. the lower
(DNl) and upper (DNu) corners (Fig. 2). Mixed pixels containing a
portion of canopy and sky, located between the lower and upper
corners of the image histogram (Fig. 2), were classified with the
dual binary threshold (Macfarlane, 2011; Macfarlane et al., 2014).
The dual binary threshold first identifies gaps smaller than 1% of the
image size in the regions previously classified as canopy and applies
the threshold DN = [DNl + (DNu − DNl) × 0.25] to minimize the loss
of small gaps. In the remainder of the image, a higher threshold
(DN = [DNl + (DNu − DNl) × 0.75]) was applied to the mixed pixels
to minimize the loss of canopy elements located in bright regions
of the image. The end result is a binary image of sky or canopy pix-
els. A comparison of results of the dual binary classification with
other in-built classification procedures in the DCP toolbox yielded
similar results due to low proportions of mixed pixels in the DHP
imagery, typically between 2% and 15%. Therefore, for conciseness
of results only the dual binary threshold method was presented.

Automated thresholds were not applied to LR-DHP images due
to the algorithm’s inability to distinguish homogenous regions of
canopy and sky in a majority of images. This was caused by low
dynamic ranges between sky and canopy pixels. Although care was
taken to minimise overexposure, the result was  a poorer separation
of sky and canopy in the image histogram. This was  only identified
in a post-processing stage due to no image histogram preview func-
tion offered by the LR-DHP camera. HR-DHP was  not affected to the
same degree as LR-DHP, although HR-DHP also exhibited some dual
peaks of sky and canopy under these conditions. Thirteen of the
total 134HR-DHP images failed to automatically correctly classify
homogenous areas of sky and canopy. This was primarily caused by
dual peaks of canopy, sky, or a combination of both. In these cases,
a manual threshold was applied based on the image histogram.
2.4.2. Canopy openness and gap fraction
Canopy openness was  calculated for HR- & LR-DHP images as

the proportion of sky pixels to total pixels in the 150◦ field-of-view
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Fig. 3. Canopy openness of the HR-DHP supervised classification (a) and two-corner (TC) classification (b) versus TLS openness for all concurrent plots (RF1, RF4, KA1, KA2,
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lassification method using the Ridler and Calvard (1978) algorithm (d) for all plots

 < 0.01. Mean absolute difference (MAD) and root mean square deviation (RMSD) p

FOV). TLS openness was calculated from the proportion of out-
oing pulses that did not record a return over the same FOV. Gap
raction of the classified hemispherical photos was derived from
he proportion of sky pixels as a function of zenith view angle. Gap
raction from the LAI-2200 was estimated from the intensity of light

easured under the canopy divided by the reference sensor read-
ngs for the five instrument zenith rings. Gap fraction from the TLS

as estimated from the number of outgoing pulses returned as
 ‘hit’ divided by the total number of outgoing pulses as a func-
ion of zenith angle, also known as a point-based method (Danson
t al., 2007). Gap fraction from the TLS and DHP instruments were
onvolved into 2.5◦ zenith bins to reduce minor levelling and geo-
ocation errors. For plots, where the LAI-2200 was operated, gap
raction was convolved into the five discrete zenith rings of the
AI-2200 for direct comparison at the gap fraction level.

.4.3. Effective LAI
LAI was calculated using a modified version of Miller’s LAI for-

ula (Eq. (1)) (LI-COR, 2011; Miller, 1967; Welles and Norman,
991). (Eq. (1)) integrates gap fraction over a range of zenith angles.
or each zenith annuli, foliage density is calculated and then a

eighting function (Eq. (2)) is applied correcting for the path length

hrough the canopy. The formula assumes the canopy is hori-
ontally homogenous (LI-COR, 2011). Miller’s formula provides a
easure of effective LAI (LAIe), i.e. no foliage clumping correction.
 the two-corner (TC) classification method (c), and openness from the global (G)
fitted reduced major axis linear regression line (grey) and equation (inset) shown,

ed inset. The 1:1 line is dashed.

The product of the clumping correction factor and LAI provides LAIe
(Chen and Black, 1992).

LAIe = 2

∫ �/2

0

−ln(Po(�v))cos �vsin�vd�v (1)

where Po denotes the gap fraction and �v denotes the view zenith
angle. Po is averaged per zenith segment or ‘ring’ for input into (Eq.
(1)). Utilising zenith rings allows discretisation of the instrument
field-of-view into smaller zenith segments in order to compute
multiple Po estimates for input into (Eq. (1)). The application of
Eq. (1) using multiple angular, Po estimates for each measurement
location is weighted using (Eq. (2)).

Wi = d�i × sin�i

�i=n
i=1d�i × sin�i

(2)

where i is the zenith ring number, n is the number of zenith rings, �i
is the ring centre angle, and d�i is the angular ring width. The sum
of Wi, the zenith ring weighting function (Eq. (2)), for all n is equal
to unity. Gap fraction from each instrument was  convolved into the
five discrete zenith rings of the LAI-2200, i.e. zenith rings centred at
7◦, 23◦, 38◦, 53◦, and 68◦ zenith angles, (LI-COR, 2011). This ensured

that the same angular zenith range was used for each method for
comparison. Individual measurement LAI was subsequently com-
puted for each instrument using the first four equivalent LAI-2200
zenith rings. The equivalent fifth zenith ring of the LAI-2200 was
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ot used to minimise the effect of increased mixed pixels at low
enith angles (Jonckheere et al., 2004; Leblanc et al., 2005). Plot
ffective LAI was calculated for each method utilising gap fraction
rom the first four equivalent LAI-2200 zenith rings. It was calcu-
ated by first averaging gap fraction for the plot for each zenith ring,
nd then applying (Eq. (1)). By first averaging the individual mea-
urement gap fractions comprising a plot and then applying (Eq.
1)), instead of averaging individual effective LAI values compris-
ng a plot, a correction for non-random canopy elements is avoided
rom the potential logarithmic averaging of LAI that may  occur at

ultiple measurement locations (Kucharik et al., 1997; Ryu et al.,
010).

LAI from (Eq. (1)) enabled direct comparison of instruments
ecause; (i) gap fraction from the same portion of the hemisphere
f each instrument at each concurrent measurement location
as used, and (ii) applying different LAI algorithms to different

nstruments may  bias or confound results. Alternative methods to
stimate LAI were not included in this study as they depart from
omparison at the gap fraction level or they employ different equa-
ions prohibiting a direct comparison of the instruments. As no
istinction was made between foliage and non-foliage elements
uch as trunks and branches, the metric derived was plant area
ndex (Chen et al., 1991). A site specific woody-to-total plant area,
orrection factor was not applied nor derived in this study, as it
ould be constant for all methods, thus, not enhancing method-

o-method comparisons. Therefore, the metric will be referred to
s LAI from here onward for consistency.

.5. Data and method comparison
Linear non-fitted reduced major axis (RMA) regression analy-
is was used to compare retrieval methods of openness and LAI.
MA  regression is specifically formulated to handle errors in both

ig. 4. Average plot gap fraction in 2.5◦ zenith bins versus zenith angle for the six TLS plo
ine),  HR-DHP global binary classification using the Ridler and Calvard (1978) algorithm
inary classification (HR-DHP (TC), dashed black line).
est Meteorology 205 (2015) 83–95 89

the x and y variables. Therefore, it is suitable for pairwise method
comparisons in this study as all methods are treated as indepen-
dent variables due to the absence of a direct ‘truth’, which is not
feasible to obtain from destructive harvesting in forests. The offset
and slope of the RMA  regression equation revealed the degree of
any systematic differences between methods; and the coefficient of
determination (R2) provided a measure of the strength of the rela-
tionship. Two-way analysis of variance (ANOVA) was  conducted on
openness and LAI to detect significant differences between retrieval
methods and plots. If the ANOVA revealed significant differences,
Tukey’s honest significance difference (HSD) test was conducted
post-hoc to determine which combination of methods and plots
had significant differences (p < 0.05). Plot average method gap frac-
tion and LAI were graphed to provide a visual representation of
canopy structure and method variability. Lastly, root mean square
deviation (RMSD) and Mean absolute deviation (MAD) were esti-
mated for measurement pairs to determine the level of openness
and LAI variance. Statistical analysis was  conducted in IBM SPSS
statistics v22 (IBM Corp.).

3. Results

3.1. Openness

Although the canopy openness from TLS was  significantly
different to the HR-DHP supervised (S) and two-corner (TC) clas-
sifications (ANOVA, p < 0.05), a strong correlation between the
methods was  observed (Fig. 3a and b). The interaction term

between these methods and plots was  not significant (ANOVA,
p > 0.36). The only plot where the (S) method openness was not
significantly different to TLS was in KA2, due to more closely match-
ing gap fractions compared with other plots (Fig. 4), coefficients of

ts; TLS (solid grey line), HR-DHP supervised classification (HR-DHP (S), solid black
 (HR-DHP (G), dotted black line), and HR-DHP two-corner method using the dual
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Fig. 5. Average plot gap fraction aggregated to the five zenith rings of the LAI-2200
versus zenith angle for the three plots where the LAI-2200 was operated. Methods
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etermination (R2) for the (S) and (TC) classifications with TLS were
.79 and 0.88, respectively. The intercept and slope of the reduced
ajor axis linear (RMA) regression function matched very closely

or both HR-DHP methods with TLS, with the higher correlation
chieved by the (TC) classification method. RC1 results were not
resented due to no-data, TLS returns caused by the close proxim-

ty of foliage to the scanner (<1.5 m).  This did not occur at any other
lots.

A strong linear correlation (R2 = 0.97) was observed between
he two-corner (TC) method and the supervised (S) classification
f HR-DHP with no bias (intercept almost 0, p < 0.01, Fig. 3c and
). The ANOVA revealed no significant difference between the
wo methods (p > 0.58). The intercept and slope of the linear RMA
egression function between (S) and (TC) methods were not sig-
ificantly different to zero and one, respectively. Contrastingly, a

arge 0.1 offset (p < 0.01) between HR-DHP (S) and the global (G)
penness was found, in addition to significantly different open-
ess values (p < 0.01). This disparity was further highlighted by the
maller RMSD and MAD  for HR-DHP (S) with (TC) (0.03 for both) as
pposed to the HR-DHP (S) with (G) method (0.1 and 0.09, respec-
ively). For HR-DHP (S) with (G), generally as openness increased,
he proportional difference between the supervised and global clas-
ifications decreased. For example, at 10% openness for the (S)
ethod, the openness for the (G) method ranged between 10% and

0%; whereas at 50% openness for the (S) method, the openness
or the (G) method ranged between 50% and 60%. Thus, the pro-
ortional difference was less for higher openness, indicating lower
ariability of the (G) classification method with higher openness
evels.

The (G) threshold for all 134HR-DHP images was within the sky
nd canopy peak DN range as identified by the (TC) method. Ten
f the 134 (G) images produced thresholds outside the lower and
pper corner DN values, 9 of which were less than the lower cor-
er. Additionally, the (G) threshold was consistently lower (72% of

mages) than the mid-point between the lower and upper corners,
hus, leading to a threshold comparatively favouring the classifica-
ion of sky over foliage.

.2. Gap fraction

Fig. 4 reveals the presence/absence of dominant gaps and
anopy structure due to the narrow bin sizes (2.5◦). Plot average gap
raction estimates showed the general characteristic decay with
ncreasing zenith angle for each method, due to longer path lengths
t higher zenith angles (Figs. 4 and 5). However, plot KA2 exhib-
ted a spline gap fraction caused by increased gaps near zenith and
0–40◦ zenith angles relative to 10–30◦ and >40◦ zenith angles.
dditionally, plots RF4 and RC2 gap fraction at zenith were lower

han at larger zenith angles (>40◦), caused by the relative lower gap
roportion. This is not uncommon for plots where only 4–5 mea-
urements are averaged. Determining a representative estimate of
ap fraction near a view angle of 0◦ may  require a large number of
easurements (>20) due to comparatively smaller sampling areas

Macfarlane et al., 2007a).
A closely matching gap fraction (±0.1) near zenith was observed

or TLS and HR-DHP (S) in all plots (Fig. 4). The HR-DHP (TC) and (G)
lassifications were typically within 5% gap fraction over all zenith
ngles. HR-DHP (G) gap fraction was the highest for all plots over all
enith angles (Fig. 4). An observed trend was TLS gap fraction typi-
ally decreased with zenith angle at a higher rate comparatively to

ll HR-DHP classifications. Subsequently, TLS displayed the lowest
ap fraction at the largest zenith angle. The magnitude of the TLS
ap fraction offset to the HR-DHP methods at the 60◦ zenith angle
as between 0.15 and 0.2, where the HR-DHP methods matched to
shown consist; LAI-2200 (dotted line), low resolution-DHP supervised (LR-DHP (S),
solid grey line), high resolution-DHP supervised (HR-DHP (S), solid black like), and
high resolution-DHP two-corner (HR-DHP (TC), dashed line).

within 0.1 gap fraction. The lower TLS gap fraction was  also evident
in canopy openness (Fig. 3a and b).

A relatively smooth gap fraction profile was  observed in Fig. 5
due to aggregation of gap fraction into larger zenith bins (≈10◦

versus 2.5◦ in Fig. 4). HR-DHP (S) and (TC) typically matched within
0.1 gap fraction of the LAI-2200. The next closest to method to HR-
DHP (S) was  HR-DHP (G). However, HR-DHP (G) displayed on all
occasions the highest gap fraction of all HR-DHP and TLS methods
(Figs. 4 and 5). Gap fraction from the LR-DHP (S) method was the
furthest off the LAI-2200 in RF2 and WC1; up to 0.25 gap fraction
and typically greater than 0.1–0.15 for most zenith angles (Fig. 5).

3.3. LAI

The plot mean LAI values for each method demonstrated that all
methods revealed ecotonal changes present between sites (Fig. 6).
The LAI values for the sites ranged from 0.5 to 5.5 across all retrieval
methods. The estimated LAI values for each plot would be expected
to be higher, once foliage clumping effects were taken into account
(Chen and Black, 1991). Within-plot variability of LAI(plots RF1-4,
KA1-2, DA1, WC1-2, RC1-2), represented by the 1 standard devia-
tion extent in Fig. 6, demonstrates the level of plot heterogeneity
as estimated by the various retrieval methods.

On average, HR-DHP (S) was  within 6% LAI of HR-DHP (TC) for all
plots, and not significantly different at any plot (Tukey HSD, p > 0.9).
In addition, the HR-DHP (TC) and (S) methods were within 9% LAI
of LAI-2200 (RMSD 0.18 and 0.19 LAI, respectively), and were not
significantly different at any plot (p > 0.75). On the other hand, HR-
DHP (S) and (TC) were on average 34% and 29% LAI higher than
(G), with significant differences in 4 plots (RF2, WC1-2, RC1) and 3
plots (same plots without RC1), respectively (Fig. 6, Table 4). All HR-
DHP classification method comparisons revealed LAI differences

that were not correlated with plot LAI (R2 ≈ 0); using HR-DHP (S)
for the plot LAI level.

At each plot, the within-plot LAI variance, as demonstrated by
the ±1 standard deviation error bars in Fig. 6, was approximately
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Fig. 6. Mean LAI plot values for each method at all sites. The errors bars denote ±1
standard deviation of individual plot LAI measurements. Plot abbreviations: Rush-
worth (RF), Karawatha (KA), D’Aguilar (DA), Watts Creek (WC), Robson Creek (RC).
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nstrument abbreviations: high/low resolution (HR/LR) digital hemispherical pho-
ography (DHP). Classification method abbreviations for DHP: supervised (S), global
G),  and two-corner (TC).

quivalent for all methods with the exception of TLS and HR-DHP
G). In other words, the HR-DHP (S), (TC) and LR-DHP (S) methods
ere producing similar plot level LAI variance, whereas the TLS

nd HR-DHP (S) methods were producing comparatively higher
r lower levels of within-plot variance, respectively. HR-DHP (G)
roduced an equivalent or smaller plot LAI variability to all other
ethods in the TLS plots, exhibiting the smallest coefficient of vari-

tion ‘CV’ (average CV = 0.11 compared with 0.18, 0.16, and 0.17
or HR-DHP (S), (TC), and TLS, respectively). In plots RF1-2, KA2,
A1, and WC1, the HR-DHP (G) method demonstrated a compara-

ive insensitivity to within-plot LAI variability as found with other
ethods.

TLS produced the highest plot LAI values compared to all HR-
HP methods in all five plots (Fig. 6). On average, TLS was 90%,
5%, and 50% LAI greater than HR-DHP (G), (TC) and (S) meth-
ds, respectively. TLS was significantly different (Tukey HSD test,

 < 0.05) from: HR-DHP (S), (G) and (TC) in plots KA1 and DA1;
R-DHP (S) and (G) in plot KA2; and HR-DHP (G) in plot RF4. Inter-
stingly, in plot KA2 the LAI was significantly different for the (S)
ethod with TLS, which was in contrast to canopy openness. This
an be explained by the larger deviations in gap fraction between
he two methods occurring at lower zenith angles (Fig. 4), where
he LAI formula implemented is weighted more heavily (Eqs. (1)
nd (2)). The comparatively larger LAI estimates from TLS was

able 4
ethod-to-method comparison table.

HR-DHP (S) HR-DHP (G) HR-DHP

HR-DHP (S) y = ax + b x 11, 4 (134) 11, 0 (13
R2 1 0.60 0.21 

HR-DHP (G) y = ax + b 0.84x − 0.23 x 11, 3 (13
R2 0.94 1 0.50 

HR-DHP (TC) y = ax + b 0.93x + 0.02 1.05x + 0.33 x 

R2 0.98 0.95 1 

LR-DHP (S) y = ax + b 0.92x + 0.55 0.97x + 0.94 0.97x + 0
R2 0.92 0.82 0.92 

LAI-2200 y  = ax + b 0.89x + 0.06 1.66x − 0.04 0.91x + 0
R2 0.92 0.82 0.91 

TLS y  = ax + b 1.16x + 0.49 1.77x + 0.2 1.18x + 0
R2 0.79 0.69 0.88 

ottom diagonal: reduced major axis (RMA) regression equations for all individual LAI m
ndependent variable (x), row headers as the dependent variable (y). Top diagonal (shaded
lots  ‘Sig. ’ (Tukey HSD, p < 0.05), and total number of measurement locations in bracke
lassifications (G and TC) for LR-DHP were not included due unsuitable image histograms
est Meteorology 205 (2015) 83–95 91

evident from the steeper slope and intercept of the reduced major
axis linear regression functions fitted with TLS and all other meth-
ods (Table 4). The large TLS offset was substantial (>0.5 or 20% LAI
in all cases).

HR-DHP (G) consistently produced one of the lowest plot aver-
age LAI estimates (9 of 11 plots) of all methods. On average (G)
was 27% LAI less than LAI-2200. The large LAIdifferences and steep
slope (slope = 1.66 × LAI-2200) for the HR-DHP (G)  and LAI-2200
RMA function in Table 4 was primarily due to very low HR-DHP (G)
LAI values in plot RF2 and WC1  (both plots significantly different,
p < 0.05). On the other hand, LR-DHP (S) was on average 30% LAI
higher than LAI-2200 and significantly different at the same two
plots as HR-DHP (G).

Reasonably high coefficients of determination values (R2 > 0.7)
were obtained for all comparisons (Table 4). RMSD LAI estimates
for the 13 possible method combinations ranged from 0.18 to 1.07.
Eight of those method combinations had an RMSD greater than 0.5
LAI; the majority involved TLS or LR-DHP (S). In every plot where
LAI-2200 was  operated, it matched closest with HR-DHP (S) and
(TC) gap fraction and LAI (no significant differences), with an RMSD
of 0.19 and 0.18, respectively (Table 4).

4. Discussion

In this study, a total of 75 indirect method-to-method pairwise
comparisons were conducted across 11 plots (sum of top diagonal
of Table 4). Out of 75 comparisons, 37 had an RMSD ≥ 0.5 LAI and 26
were significantly different (Tukey HSD, p < 0.05). For sites with low
LAI, 0.5 represents a large proportion of the total leaf area index. A
key point is that LAI accuracy targets for satellite products specified
by GCOS and the WMO  are for the satellite products estimates to
match within 0.5 LAI or as low as 5% of ground-based estimates.
Independently obtained ground-based estimates require a much
smaller degree of relative uncertainty to one-another than gener-
ally found in this study in order to be used with a high degree of
confidence.

The LAI-2200 and its predecessor the LAI-2000 have been used
as a benchmark instrument for gap fraction and LAI estimation
(Lang et al., 2010; Pueschel et al., 2012). In a subset of plots, the two
methods presenting the best agreement with the LAI-2200 were the
HR-DHP supervised (S) and two-corner (TC) classifications, with the

lowest RMSD LAI values and no significant differences. LAI-2200
plot average LAI matched to within 10% for both of those methods
(RMSD 0.19 and 0.18 LAI, respectively). The close degree of match-
ing is encouraging considering Welles and Norman (1991) found

 (TC) LR-DHP (S) LAI-2200 TLS

4) 6, 2 (99) 3, 0 (89) 6, 3 (29) Plots, Sig. (points)
0.58 0.19 0.74 RMSD

4) 6, 3 (99) 3, 2 (89) 6, 3 (29) Plots, Sig. (points)
1.07 0.52 1.07 RMSD

6, 2 (99) 3, 0 (89) 6, 2 (29) Plots, Sig. (points)
0.63 0.18 0.75 RMSD

.53 x 3, 2 (89) 0 Plots, Sig. (points)
1 0.61 RMSD

.09 0.72x-0.08 x 0 Plots
0.84 1

.49 NA NA x
1

easurements with the coefficient of determination (R2); columns headers as the
): the number of plots comparing the methods, the number of significantly different
ts; below is the Root mean square deviation (RMSD, LAI unitless). The automated
.
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epeated LAI-2000 measurement error up to 15% LAI.  The cause
f bias between LAI-2000 and DHP methods has been previously
ttributed to calibration errors or differences in sky illumina-
ion, leading to random errors of 5% and 10% in LAI, respectively
Richardson et al., 2011). Additional factors influencing the direct
omparison of these instruments include minor instrument level-
ing errors from handheld instruments (Lang et al., 2010), the 90◦

iew cap masking out the operator, and potential multiple scatter-
ng effects leading to an overestimation of gap fraction (Kobayashi
t al., 2013). However, this study compared further factors such
s two different resolution hemispherical cameras and three dif-
erent classification methods; one supervised and two  automated
lassifications.

Automated threshold classifications negate operator induced
iases and inconsistencies typically found in manual super-
ised approaches (Jonckheere et al., 2005). The two automated
pproaches applied to the HR-DHP imagery differed substantially
rom one another (RMSD 0.5 LAI), and were significantly different
n three plots (p < 0.05; RF1, WC1-2). The (G) method presented the
ighest openness and gap fraction (Figs. 3 and 4) and lower LAI
Fig. 6). The (G) classification method was less sensitive to within-
lot LAI ranges compared with the other methods as denoted by the
1  SD bars in Fig. 6. Additionally, the (G) method produced higher
MSD when compared with (TC), using the LAI-2200 as a basis for
omparison (RMSD 0.52–0.18 LAI, respectively; significantly dif-
erent, p < 0.05). Lastly, the closer agreement of (S) with LAI-2200,
S) with (TC), and (TC) with LAI-2200 over (G) (lower RMSD and
ewer significantly different plots; Table 4) indicated that the (TC)
lassification method provided a better agreement of openness, gap
raction and LAI estimates with (S) and the LAI-2200 over the global
lassification method (G).

The main difference between the automated two-corner (TC)
nd global (G) approach was the (TC) threshold was  applied to only
he mixed pixels identified from first classifying the image into
omogenous regions of canopy and sky (Macfarlane, 2011). Advan-
ages of applying a classification algorithm to only the mixed image
ixels are the reduced likelihood of gross classification errors, and

ow gap fraction sensitivity from the classification algorithm due
o mixed pixels typically accounting for less than 10% of the image
Macfarlane, 2011; Macfarlane et al., 2014; this study). Although
n dense forest environments, a small gap fraction deviation may
ead to a large LAI difference due to the exponential relationship
f gap fraction to LAI (Eq. (1)). A remaining limitation of match-

ng DHP gap fraction estimates with a reference or benchmark gap
raction becomes the determination of optimal camera exposure,

hich will be discussed further.
A fundamental difference between the DHP and LAI-2200 meth-

ds is the need for determining optimal exposure and subsequent
lassification of DHP images as opposed to LAI-2200. The LAI-2200
voids the need for determining exposure as it has 16-bit precision
easured over four decade ranges of logarithmic scale (e.g. 1/10,

/100, and 1/1000) enabling sensitivity from very low light lev-
ls through to direct measurement of sunlight (LI-COR 2013, pers.
omm., 16 April). However, this advantage is partially offset with
he difficulties of finding an open reference area which may  not
e feasible in many forested areas, and potential errors introduced
rom partially cloudy or uneven sky conditions in the plot location
nd reference area.

Image exposure, processing and subsequent classification pro-
edures have been identified as the major error components for
HP gap fraction estimation (Beckschäfer et al., 2013; Pueschel
t al., 2012; Rich, 1990). This study utilised ‘optimally’ exposed in-

amera JPG images, selected based on the image histogram and
mage preview. The general range of optimal exposure for this
tudy was between automatic exposure (AE) and 2 stops under
E. In-camera, JPG images have limited radiometric resolution
est Meteorology 205 (2015) 83–95

(8 bit), making image classification sensitive to image exposure
(Macfarlane, 2011). Authors have suggested techniques to counter
this issue e.g. Cescatti (2007); Lang et al. (2010); and Pueschel
et al. (2012). However, these methods have varying degrees of com-
plexity and/or require increased levels of user input. RAW camera
imagery has the advantage of increased bit-depth to aid in image
classification (currently >14 bit in many commercial cameras) e.g.
Jonckheere et al. (2005); Cescatti (2007); Macfarlane et al. (2014).
Macfarlane et al. (2014) utilising RAW imagery in combination
with automated image processing steps employing the two-corner
(TC) classification method produced largely exposure insensitive
results. This represents step away from traditional image process-
ing undertaken on in-camera JPG imagery, and a step towards
standardising image exposure in the field.

LR-DHP (S) displayed the poorest gap fraction agreement (Fig. 5)
and subsequently highest RMSD (LAI) of all DHP and LAI-2000
method-to-method comparisons (RMSD > 0.58 LAI, Table 4). The
magnitude of the plot mean LAI differences between LR-DHP (S)
with HR-DHP (S) and (TC) methods was not distinctly related to site
LAI (Fig. 6). Additionally, the gap fraction trend of LR-DHP (S) com-
pared with the LAI-2200 and HR-DHP methods in Fig. 5 indicated an
inconsistent detection of gap sizes with both plot and zenith angle.
The HR-DHP camera has approximately 11 times the number of pix-
els of the LR-DHP camera. Reduced mixed pixels from finer image
resolution lead to a sharper delineation of gaps and more accurate
gap fraction (Blennow, 1995; Macfarlane et al., 2007a). However,
the main differences observed between the HR- & LR-DHP meth-
ods may  be caused by the inability to standardise LR-DHP camera
exposure due to the lack of camera bracketing and image histogram
preview functionality.

The effect of image resolution was  unable to be rigorously tested
due to poor LR-DHP image histograms, subsequently leading to
the incapability of applying the automated classifications to the
imagery. Additionally, the LR-DHP camera has a uniform neutral
density (ND) filter with additional infra-red-cut coating, which
reduces transmission by 50% at 650 ± 10 nm.  The ND filter is used to
uniformly reduce light intensity through the lens, usually employed
in photography where a more shallow depth-of-field is desired. The
ND filter introduces a need for longer exposure time to balance the
reduced light transmission, thus, increasing the chance for image
blur due to the handheld nature of the instrument. Utilising a cam-
era tripod and remote trigger is recommended as means to negate
increased mixed pixels from an unsteady camera.

Inherent limitations in ranging lidar instruments need to be
carefully considered for estimating accurate gap fraction. The lim-
itations stem from the potential bias induced by the interaction
between the size of the lidar footprint and overlap with the inter-
cepting target, range to target, target reflectance and orientation,
and detection thresholds (Béland et al., 2014; Lovell et al., 2003;
Vaccari et al., 2012). Past studies have noted that these character-
istics when using a point-based gap fraction method potentially
lead to a comparatively lower estimate of gap fraction, and thus,
higher estimate of LAI (Danson et al., 2007; Guang et al., 2013;
Lovell et al., 2003; Ramirez et al., 2013; Vaccari et al., 2012). This is
due to more partial hits occurring around the edges of vegetation
(Vaccari et al., 2012) and returning an intensity value above the
instruments detection threshold. In addition, as the zenith angle
increases, the path length of the lidar pulse through the canopy
increases proportionally with lidar footprint size, thus, increasing
the probability of interception and partial returns (Hancock et al.,
2014). This may  explain the faster rate of decrease of TLS gap frac-
tion, lower openness, and higher LAI comparatively to HR-DHP

methods (Figs. 4 and 6 and Table 4).

The closely matching gap fraction trend with zenith angle
between the TLS with HR-DHP (S) and (TC) methods, combined
with high R2 for openness and LAI (R2 > 0.79), indicates a poten-
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ial for instrument calibration (Fig. 4, Table 4). Vaccari et al. (2012)
ound that a closer agreement of TLS gap fraction with DHP could
e obtained using a morphology filter. Interestingly, the higher R2

as observed for TLS with HR-DHP (TC) over (S), both for openness
nd LAI (0.88 and 0.79, respectively – R2 matched for openness
nd LAI). Vaccari et al. (2012) found TLS produced gap fraction
round 0.1–0.2 lower than DHP. In this study, TLS gap fraction was
etween 0 and 0.1 lower at zenith compared to HR-DHP (S) and
TC) methods, with differences increasing to around 0.1–0.2 at the
0◦ zenith angle. Although the same TLS instrument model and
oint-based gap fraction method were used in both studies, the
anual DHP classification threshold and different camera exposure
ethod employed by Vaccari et al. (2012) make a direct compar-

son to this study difficult. In addition, gap fraction differences as
 function of zenith were not shown. Despite, systematic errors
etween operators not being a factor in this study due to using
nly one experienced operator to manually classify all images, the
ature of supervised or manual classifications will always lead to
ome errors from subjectivity. The higher R2 of TLS with the auto-
ated (TC) method may  be explained by the avoidance of operator

nduced subjectivity from the manual (S) approach.
Alternatively, a number of methods for correcting partial-return

ias on gap fraction estimates has been presented (Hancock et al.,
014; Jupp et al., 2009; Ramirez et al., 2013; Seidel et al., 2012).
amirez et al. (2013) increased gap fraction estimates by around
.35 when applying an intensity scaling method to the point-based
ap fraction estimates. However, the scanner used in their study
ad a beam divergence of 2.7 mrad, a factor of 9 larger than the
LS used in this study (Table 2). Therefore, a greater proportion of
artial returns is expected with increasing beam divergence, lead-

ng to an application of a larger correction factor. Specific measures
o rectify the potential source of error for partial returns was  not
ttempted in this study due to: (i) the ill-posed nature of intensity
caling of return data (Béland et al., 2014; Hancock et al., 2014);
ii) the recording of intensity values is instrument specific and
roprietary protected information for commercial scanners requir-

ng calibration (Kaasalainen et al., 2009); and (iii) the point-based
ethod is an efficient and repeatable approach to estimate gap

raction (Danson et al., 2007). Intensity scaling requires further
xamination. These ongoing research issues are currently being
nvestigated in activities conducted by groups such as the Terres-
rial Laser Scanning International Interest Group (TLSIIG, 2014).

Further analysis of the TLS intensity imagery revealed that in
C1, the TLS returns from objects very close to the scanner (<1.5 m)
ere recorded as pulses with no return, i.e. it was  not possible to

istinguish between a gap and the absence of a measurement. This
s a potential limitation of the TLS due to minimum range resolution.
inding an unobstructed area was difficult due to the complex and
ense nature of the Robson Creek rainforest site. This effect was
ot found in any other sites. Masking pulses with missing data was
ot attempted due to this being subjective and thus likely to bias
esults.

. Conclusion

This study compared forest canopy openness, gap fraction, and
ffective LAI estimates derived from common and experimental
ndirect ground-based instruments; all of which can be used to
alidate satellite-derived products of LAI, or up-scale to an inter-
ediate high-resolution dataset. Measurements were collected

nd processed following standard operational protocols across five

iverse forest systems in Eastern Australia. The specific instruments
ested were high- and low-resolution (HR and LR), digital hemi-
pherical photography (DHP), the LAI-2200 plant canopy analyser,
nd a terrestrial laser scanner (TLS).
est Meteorology 205 (2015) 83–95 93

The HR-DHP supervised (S) classification matched closely with
the two-corner (TC) automated approach (RMSD 0.18 LAI) across
all plots with no bias and no significant differences with openness
and LAI (p > 0.9). These methods produced gap fraction and LAI to
within ±10% (RMSD < 0.2) of the LAI-2200 in a subset of plots where
the instrument was  used (openness and LAI not significantly dif-
ferent, p > 0.75). Additionally, the (TC) and (S) methods produced
canopy openness and LAI values within 6% of each other, across
the entire range of values (openness range 0.02–0.6, LAI 0.5–5.5).
However, the HR-DHP global (G) method estimated higher open-
ness, gap fraction and lower LAI than all other methods (statistically
significant differences in openness and LAI, p < 0.05). HR-DHP (G)
produced on average 30% higher LAI than HR-DHP (S) and (TC) clas-
sifications. It was also less sensitive to within-plot LAI range as
estimated by the (S) and (TC) methods. The automated (G) clas-
sification does not take advantage of first classifying homogenous
regions of sky and canopy in images following the (TC) method, and
is therefore, subject to larger differences than if the classification
was applied to only mixed pixels. Consequently, both (TC) and (S)
methods are recommended over the (G) method. In addition, the
automated (TC) method can be used as a substitute for the manual
(S) approach due to the comparable performance.

The LR-DHP (S) method produced a high level of variability
between all methods (RMSD > 0.5 LAI). This was attributed in part to
the difficulty of acquiring quality exposed images without preview-
ing the image histogram and a greater likelihood of mixed pixels
due to the low resolution and handheld nature. Both these limi-
tations have the potential to be overcome with higher resolution
cameras making use of the greater bit-depth of raw imagery and
subsequent image processing leading to predominantly exposure
insensitive results (Macfarlane et al., 2014).

A strong linear relationship with canopy openness and LAI met-
rics was  found for TLS with the HR-DHP (S) and (TC) methods
(R2 = 0.79 and 0.88, respectively). Although TLS was on average
around 55% higher for openness and LAI (significantly different,
p < 0.05), the strong coefficient of determination indicated the
potential to calibrate these methods to overcome the large offset in
the reduced major axis regression. Potential TLS biases need to be
quantified through further instrument calibrated efforts. Addition-
ally, the stronger correlation was  found with TLS and the automated
(TC) method over the supervised (S) method, thus, indicating the
potential for the (TC) method to be used as a more stable estimate
than the subjective (S) classification. Temporal consistency is espe-
cially important for the validation of satellite product time-series,
critical to study seasonality and vegetation phenology.

These results demonstrate variability between commonly
utilised indirect ground-based methods, need to be further reduced
in order to provide repeatable unbiased and accurate validation
estimates, to meet product accuracy targets as low as 5%, a stated
target accuracy of the WMO  (2014). The discrimination between
random and systematic errors caused by different ground-based
methods across a range of acquisition environments merits fur-
ther investigation. Computer simulation modelling may  provide an
appropriate means to determine each method’s absolute accuracy,
a task that is almost impossible to quantify in real-world forests
(Hancock et al., 2014; Leblanc and Fournier, 2014; Ramirez et al.,
2013). In addition, the scientific validation community would bene-
fit from more rigorous ground-based data collection and processing
protocols that would help harmonise estimates obtained from a
variety of instruments.
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